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NOBODY WILL BE BLINDED BY THE BRILLIANCE OF THIS

insight: Projects often get into trouble because of how
they are managed. Sometimes they recover; sometimes
they don’t. When the reason they recover stems directly
from changes in management, that begs the question:
What happened?

We return to this theme over and over again in ASK.
You may recall these remarks by Dr. Charles Pellerin in
Issue 13, commenting on his tenure as NASA’s Director
of Astrophysics: “I was frustrated that I couldn’t antici-
pate and recognize the difference between project
managers who were going to succeed and project
managers who were doomed to fail. We could predict
things like sensor performance. We could understand
the detectors. We could understand the power systems.
But we couldn’t understand this one critical, invisible
piece: What makes a good manager?”

One approach to answering that question is by
looking at cases where project fortunes reversed
following a change in managers. In “Bringing Up Baby,”
Gus Guastaferro remembers being asked to take over a
research project in which the project manager he
replaced was also the lead researcher. To achieve the
promise of the prototype aircraft they were building,
Guastaferro not only had to overcome management
problems created by his predecessor, but to do it in such
a way that did not compromise research goals.

In another story, Alan Zak, a Vice President at
Line6, tells of selecting a project manager to produce a
new line of guitars. The project manager seemed to have
what it takes—the technical smarts, an interest in project
management, and, because he was a guitarist himself, an
intimate understanding of the product—but he quickly
found himself in over his head. Zak’s story, “Sounds
Clear Enough,” may well teach those a level or two above
the project manager about how to recognize a problem
situation before it unfolds.

Mary Bothwell’s story, “Walking the Fine Line,”
picks up this theme from Alan Zak, but depicts a
different approach to solve the problem. A division
manager at the Jet Propulsion Laboratory (JPL),
Bothwell was concerned that a change in management at
a critical point in a project could prove more destructive
than constructive. Bothwell’s story offers an interesting
look at the paradox of how to positively impact what’s
happening within the project from outside it. How
closely can upper management get involved before
“micro-management” sets in?

Managers change for reasons other than because
projects get in trouble. People move on to other jobs, or
they get promoted. In some of those cases, a project
manager’s job is simply to keep things on track. Such is the
type of situation described by Steve Garber in his practice,
“History: A Practicum.” Garber offers some practical
insights on how to be a more effective communicator.

In addition to all this, we have an interview with
JPL’s Director of Flight Projects, Tom Gavin; a before
and after story about a reengineering effort at the
Hubble Control Center; and feature writers Terry Little
and Scott Cameron return after getting a rest in Issue 16.
The APPL spotlight this time is on the Project
Management Development Process (PMDP). You may
be surprised to find who’s talking up PMDP at NASA.

While we may not have the definitive answer to “What
makes a good manager?”—we believe this issue of ASK
will contribute to your conversations about that subject. •

What Makes a Good Manager?

This issue of ASK we look at several projects that recovered from serious
problems after a critical change was made in how they were managed 

IN THIS ISSUE  Todd Post
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REVIEW BOARD

JOHN BRUNSON of the Marshall Space Flight Center is a
member of the NASA Program Management
Council Working Group. He served as project
manager for three separate microgravity
payloads that flew on various Spacelab
missions. His career in the space industry began

in 1980 as a technician working on the first Space Shuttle.

DR. MICHELLE COLLINS works in the Spaceport Engineering
& Technology Research Group at Kennedy
Space Center. She has over twenty years
experience in aerospace spanning engineering,
R&D and project management. She is on the
Florida Tech Engineering Accreditation Board,

the National Fire Protection Association’s Technical Committee
for Halon Alternatives, and the United Nations Environmental
Programme Halon Technical Options Committee.

HECTOR DELGADO is Division Chief of Process Tools and
Techniques in the Safety, Health and
Independent Assessment Directorate at the
Kennedy Space Center. In 1995, he served as
Senior Technical Staff to the NASA Chief
Engineer at NASA Headquarters in Washington,

D.C. He has received many honors and awards including the
Exceptional Service Medal, Silver Snoopy Award, and various
achievement awards.

DR. OWEN GADEKEN is a Professor of Engineering Management
at the Defense Acquisition University where he
has taught Department of Defense program
and project managers for over twenty years. He
retired last year from the Air Force Reserve as a
Colonel and Senior Reservist at the Air Force

Office of Scientific Research. He is a frequent speaker at project
management conferences and symposia.

DR. MICHAEL HECHT has been with NASA since 1982 at the
Jet Propulsion Laboratory (JPL). He is project
manager and a co-investigator for the Mars
Environmental Compatibility Assessment
(MECA). In his previous assignment with
NASA’s New Millennium Program, he was

instrumental in defining the “microlander” that was adopted as
NASA’s New Millennium Program Deep Space 2.

JODY ZALL KUSEK is a Senior Evaluation Officer at the World
Bank. She is currently involved in supporting
the efforts of seven governments to move to a
focus of performance-based management. She
has spent many years in the area of public
sector reform, serving the Vice President of the

United States, the U.S. Secretary of the Interior, and the U.S.
Secretary of Energy in the areas of Strategic Planning and
Performance Management.

DONALD MARGOLIES retired from the Goddard Space Flight
Center in January 2004. He was Project
Manager for the Advanced Composition
Explorer (ACE) mission, launched in 1997 and
still operating successfully. He received the
NASA Medal for Outstanding Leadership for

his work on ACE and a NASA Exceptional Service Medal for
the Active Magnetospheric Particle Tracer Explorers (AMPTE)
mission.

DR. GERALD MULENBURG is the Manager of the Aeronautics
and Spaceflight Hardware Development
Division at the NASA Ames Research Center.
He has project management experience in
airborne, spaceflight, and ground research
projects with the Air Force, industry, and NASA.

He also served as Executive Director of the California Math
Science Task Force and as Assistant Director of the Lawrence
Hall of Science.

JOAN SALUTE is the Associate Director for projects in the
Information Sciences and Technology Directorate
at Ames Research Center. She has managed many
NASA projects including those involving flight
testing of thermal protection materials, commer-
cial technology, commercial applications of

remote sensing, and remote sensing science projects. She has been
at Ames for twenty years, and was awarded the Sloan Fellowship to
attend Stanford Graduate School of Business.

HARVEY SCHABES is currently assigned to the Systems
Management Office at the Glenn Research
Center. He started his career with NASA in
icing research, and since then has served in
numerous organizations in support of the
Space Station Program.

CHARLIE STEGEMOELLER is Manager of the Johnson Space
Center (JSC) Human Space Life Sciences
Programs Office. He is responsible for the
programmatic and tactical implementation of
the lead center assignments for Space Medicine,
Biomedical Research and Countermeasures,

and Advanced Human Support Technology. He began his
career at NASA in 1985 with JSC Comptroller’s Office as a
technical program analyst.

HUGH WOODWARD is a Program Manager for Global Business
Services with the Procter & Gamble Company.
He served as the Chairman of the Project
Management Institute (PMI) for consecutive
terms in 2000 and 2001. He was elected to the
Board of Directors in 1996, and before being

elected as the chair, served terms as vice chair and in several
other key leadership roles.
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I INDICATED THAT IF THE ACADEMY OF PROGRAM AND PROJECT

Leadership (APPL) was going to significantly improve
program and project management at NASA, we needed to
expand our portfolio of services, including resources that
go directly to the project. “We need to be sending experts
to the projects, experienced project practitioners, who can
respond to the needs of the project manager,” I said.

Tony smiled and said, “Okay, I know where you’re
going with this. But if we do what you want, we need to
do it right. I don’t want us to offer willy-nilly, do-what-
you-want, feel-good stuff that costs a lot and makes
absolutely no difference to a project.”

I laughed because I knew exactly what he meant. I
related a story of mine from nearly twenty years earlier:

In the mid-80s, I was responsible for providing
organizational development support to NASA project
teams. I was preparing to work with a new team and was
conducting general interviews of the “what is working,
what is not” variety. A young woman seemed nervous
about an upcoming retreat, and I asked about her
concern. She blushed and asked me, “When we’re at the
retreat, will we have to talk to a banana?” I had been
prepared for many things in my doctoral program at
Columbia University, but they never told me how to
respond to the banana question.

She was serious. At a previous retreat, the facilitator
had her team talking to bananas: “Speak to the banana
as you would a new person joining the team…”

Tony laughed at the story and said, “Exactly; if we’re
going to support project teams, let’s do it in a way that
makes a clear difference.”

While a training director in the Navy, Tony had been
responsible for establishing rapid response support
capability. His successful experience then provided us with
many lessons that we could use in our current situation.

We outlined how we wanted to do this: First, we
would gather a team of expert practitioners with top-gun
status. I’m talking about experts with the ability to
address all aspects of a project during any phase in its
lifecycle. Second, we would work only to improve project
capability and competence—we were not going to
supplement project staffing. Third, we would show we
were serious by responding within 48 hours to any
request for our support and by following through on
requests only when the project manager and team were
committed to change.

Moreover, we didn’t want to impose another layer of
bureaucracy on projects, so we needed to establish simple
procedures for obtaining our support. We also felt we had
to measure project improvement in real terms, with data
that could stand up to scientific scrutiny.

That was the foundation for APPL’s Performance
Enhancement business line, which presently accounts for
just over half of all APPL business. Entering 2004, we
were supporting 29 program and project teams in such
areas as program control, project planning and sched-
uling, systems management, risk management, project
leadership, and culture/team improvement. Each project
has been tracked with specific measures to indicate the
value of our support. I have seen the initial measures and
we will soon be unveiling findings indicating statistically
significant improvements that should lead to wider
discussions of how to develop and improve project teams
and individuals.

It is exciting and gratifying to see and hear the
reaction of the NASA project community who has used
these services. Based on customer reaction, increasing
demand, and measurement of results, I think we’re well
on our way to improving project management at NASA.

And no one has to talk to a banana. •

Well on Our Way

A couple of years ago, I was sitting in my office talking with my 
Deputy Director Tony Maturo. We were in a contemplative mood,
discussing NASA’s then-recent run of prominent project failures

FROM THE DIRECTOR’S DESK  Dr. Edward Hoffman
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BY KEN LEHTONEN
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NASA GODDARD SPACE FLIGHT CENTER WAS NO

exception to that rule. Some folks in upper management
wanted to take advantage of this new paradigm and they
turned their attention to the Hubble Space Telescope
ground system. The objective was to reduce the
operating cost of the system by at least 50 percent. This
was a noble objective, as Hubble would likely be around
for another ten to fifteen years at least.

When I first was approached by my branch head
with the opportunity to lead this reengineering team, I
said, “Well, that sounds good. I’ve done one of these
before, and it sounds like a good challenge.” So, she put
me on the project. What she didn’t tell me was that I was
the third person to lead the reengineering effort. The
people before me hadn’t seen much success.

When I came on the project, I spent some time
getting a feel for the place and what the major issues
were. I didn’t try to reach conclusions about the hard
decisions facing me right off the bat. Though people
introduced me as the new project lead, I tried to stay in
the background at first. This gave me the opportunity to
observe what was going on and think about how I might
need to change things.

The first thing I noticed was there seemed to be a
lack of cohesion, or “culture.” We didn’t have any
government on-site management; we had a consultant
running the day-to-day activities. This person knew
what he wanted to do, but he didn’t seem to know how
to go about it. We had a number of prototyping activities
underway, but they seemed unfocused. In fact, it seemed
more like a technical playpen than a project. The only
schedule we had was a February 1997 deadline for
completing the system update before the next Hubble
servicing mission. Overall, the project simply needed
better structure, methods, and processes.

Though we were tasked with reengineering an old
system, the project team largely consisted of people left

over from the original system development. At that time,
Hubble senior management felt that the reengineering
effort could be completed with the legacy staff alone.
This assumption later proved to be erroneous.

This is what I inherited in March of 1996 when I
came on board.

PROJECTS ARE PEOPLE
Yes, we had technical issues to address, but I concluded
that I needed to concentrate first on the team itself if we
were going to succeed. That was a strength that I think I
brought to my role as project manager. In my work on
past projects, I felt that was where I had contributed the
most, and I knew that I had good technical people on this
project who would handle that side of the house for me.

The project team had an alarming rate of attrition. I
realized quickly that people were leaving out of frustra-
tion because they sensed a lack of direction. They felt
that the management style of the consultant who had
been in charge was obstructing, rather than enabling,
work. One of the first things I did was to fire him.

I was able to convince our primary stakeholder that
the project wasn’t going to succeed with just the legacy
people we had in place. She said, “Fine—go off and hire
some new people; do whatever it takes.” I managed to
bring in about fifteen people who had worked for me in
the past, which allowed me some flexibility to start to
fold and mold the project the way I felt it needed to be

BACK IN THE EARLY 1990s, REENGINEERING WAS ALL THE RAGE. ALL OF THE CORPORATIONS AND
THEIR CEOs GOT EXCITED ABOUT THE PROSPECT OF HAVING TO STREAMLINE AND REORGANIZE,
REENGINEERING THEIR ORGANIZATIONS IN AN EFFORT TO IMPROVE THE BOTTOM LINE.

BUDGET, SCHEDULE, AND TECHNICAL
ISSUES ARE ALL-IMPORTANT, BUT WHAT
OFTEN GETS OVERLOOKED IS HOW YOU
GET A TEAM TO WORK TOGETHER.

The Hubble Space Telescope offers scientists a glimpse of star
formation within the Omega Nebula.
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in order to get our work completed. The remainder of
the revamped staff was provided by existing Hubble
contractors, cold interviews, and “word of mouth.” At
the peak of the project, we had over 150 people from
fifteen different companies, plus NASA civil servants. It
was a diverse group of people—from old to young and
everything in between—and we were co-located, which
was a good idea.

I wanted to create a “badgeless” team. I
know the word gets thrown around frequently,
but we took it to extremes. Since we were co-
located away from the main NASA Center,
Goddard, it was easier to do. We were able to
have people working together who hadn’t
worked together before because they were
from different contractors. In a couple of cases
we even had government people reporting to
contractors. In the past, their management had
said, “You can’t work together.” Well, we let
them work together. That was a start.
However, it wasn’t achieved overnight and
took a lot of energy and convincing by my
management team and me before it stuck.

We also flattened the organization. We got
away from the hierarchical approach. We
developed a series of product development
teams, who were tied into the architecture that
we developed. We then developed a work
breakdown structure to start putting some
process, structure, and schedules in place. The
rewards quickly came; we started to look and
feel like a cohesive project.

As we did this, I walked around and talked
to the people working on the project, so that I could find
out what they needed. Budget, schedule, and technical
issues were all-important, but what often gets
overlooked is how you get a team to work together. How
do you create order out of chaos? I hoped we could
create, over time, a tight-knit community much like the
old Cheers slogan, “A place where everybody knows your
name.” One of my earliest initiatives to accomplish this
was to have biweekly barbecues, which allowed folks to
have a place to unwind a bit and to talk about things that
had nothing to do with work. The idea was that in six
months, when they would be delivering key components
in a stressful integration environment, there would be an
esprit de corps to carry us through those difficult times.

Another of my initiatives I called the “kudos”
program. After each major release produced by the team,

I made a trip to my local grocery store to stock up on
about twenty boxes of Kudos® bars. Then, I went to each
individual personally and congratulated him or her on his
contribution to our work. I would do that for all 150
people. This became something of an “end job,” if you
will, or an in-process, as far as the relationship that I had
with my team. In fact, people started bringing me coupons
for the next round of Kudos that I would be buying.

WE SEE RESULTS
Did it all work? I find it interesting that near the end of
the summer, a little less than six months since I’d arrived,
I was sitting quietly in my office, which was centrally
located and always open, when I became aware of the
hum and the vibration of energy out in the hallways. I
could literally hear the team’s cohesiveness. It was
something of a mystical moment, I suppose, because I
knew then, without a doubt, that the project was going
to succeed. I was convinced of it based on the energy
flow, the pulse, and the conversations that were
occurring in the hallways on this particular day.

In retrospect, when I look back on what was
happening there, I can see that we had become the
badgeless team I was aspiring for. We had gone from a
hierarchical, structured environment, to teams who

THE MISTAKE OR CERTAINLY THE LESSON I LEARNED
HERE IS THAT ONE NEEDS TO CONTINUE TO MANAGE
EXPECTATIONS TO NEXT-GENERATION STAKEHOLDERS,
AND TO DO IT RIGHT AWAY.

Mission accomplished: the Hubble Space Telescope as seen by
the Space Shuttle Discovery after servicing in February 1997.
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had the trust, confidence, and openness to stop in the
hallways to discuss problems and make decisions
without having to worry about any repercussions if
they didn’t pass everything through their management
team each time.

An interesting side note to all of this was that over
time the vocabulary of the project changed. Initially,
there was a lot of “I” and “you.” Over time, we noticed a
subtle shift in the vocabulary to “us” and “we.”

Not only did we meet our original milestone, but we
had five major releases completed on time and on
schedule. During that period, we delivered over one
million lines of code. We were producing something on
the order of fifteen lines of code an hour, where the
accepted norm is closer to five. Our defect metrics were
a third of the normal industry rate. This seemed great to
me, but I wanted to be certain these metrics were real.

I went to a group at Goddard who study software
development. I asked them to take a look at the code we
had produced. They spent a couple weeks analyzing our
work, and came back and said that our team’s work was
some of the best they’d ever seen. So, technically, we
were in good shape, which was what I figured.

What about programmatically? Maybe there is a
direct correlation between high technical productivity
and the type of organization and team that you put
together. That would be nice to know. I got hold of
another group who was putting together a project team
development survey. I said, “Why don’t you take a look
at our team? Come on over and give the survey to our
team.” We did that for a couple of days. They came back
and said, “We have ten major criteria for very high
successful teams. The average that we’ve seen so far is
about three. Well, you guys have seven.” Even program-
matically, we were off the charts.

MANAGING EXPECTATIONS
Despite all of the success that I’ve talked about, in
August of 1998 I was replaced. We had a release due in
June of that year, which we delivered on time and on
schedule. Two months later, an organizational chart
appeared, and I was gone.

What happened is that the original stakeholder—
the key supporter of the “radical management”
philosophy—retired. New stakeholders came in,
including a new program manager who had a
background in management rather than systems. I
didn’t think much about the change in stakeholders
until the day my new boss came in and said, “We’re

going to review why you have failed to deliver; the
project is now in stand-down mode.” Evidently, there
was a disconnect between what we had been asked to
deliver by our former stakeholder, and what our new
stakeholder expected to find. The mistake or certainly
the lesson I learned here is that one needs to continue
to manage expectations to next-generation stake-
holders, and to do it right away. Don’t assume that they
know what you know.

Perhaps I could have done a better job in presenting
the case for our project team to the new stakeholders. If
I had done a better job bringing my key people in to
meet the stakeholders—presenting what we had done
to-date, what the challenges ahead were, how we had
accomplished what we had, and how effectively we
worked—perhaps they might have had second thoughts
and would have allowed us to continue.

I’m not convinced that would have helped, though.
It was clear that their expectations were very different
than my expectations. They wanted to go back to the old
way of doing business, one they felt comfortable with,
specifically with the prime contractor managing a more
traditionally structured project team. If the change had
occurred a few months earlier, it would likely have had a
devastating effect on productivity levels—but the change
came when our initial development phase was almost
completed.

In retrospect, I can see that the project had reached
a point where exceptional productivity wasn’t the
highest priority anymore. We’ve all heard, again and
again, that you have to know when things are good
enough. It’s true in engineering—we don’t put twenty-
nine bolts in where we need twelve—and it’s true in
project management. •

LESSONS

• Nurturing a collaborative culture on a project can 
go a long way towards achieving tangible costs and
schedule results.
• Manage expectations, not only from the people
working for you, but for the key people, i.e. stakeholders,
that are above you.

QUESTION

When would you prefer the collaborative leadership style
depicted here, and when not?
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BY LARRY BARRETT
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THE ANALOGY I USE TO DESCRIBE HUBBLE IS A DATA

factory, and we provide the factory controller. The
telescope takes in light and produces pictures, and we’re
the ones sending all of the control signals and
monitoring the temperature, power, and voltages in the
factory to make sure the production line is doing its job
and that it’s not reaching some sort of a stress point.
That’s basically it. We maintain the Hubble command
and control system.

I think we’re still putting out a good quality
product. We still meet our schedule and cost milestones.
Every time we make a change to the ground system, we
run a suite of tests to make sure that the system still runs
as expected, and that it correctly controls the spacecraft.
Other than that, provided the interfaces are controlled,
everything is okay.

BUT BEFORE THIS
As Ken was saying, we achieved a remarkable level of
productivity and quality during the time we developed
the new code. In my experience, it was exceptional—and
it was something I hope to see repeated.

What made it work so well? For one thing, we had
a stakeholder who decided that Hubble needed a new
ground system, and she was willing to do whatever it
took to get it done quickly. To achieve this goal, she was
willing to allow Ken to run things the way he wanted to,
including demolishing a hierarchical decision structure.
From my perspective, any project demands a bounty of
decisions to be made in a proximate order. What we
were trying to do on this project was to get those
decisions made not only well, but also quickly.

All swords have two edges. In the flat organization
you can get decisions made quickly. Sometimes you are
missing information and have to go back and unmake
them, but in the long run I think you still save time. This
is definitely the way to go when speed is paramount. In

a hierarchical organization, decisions have to go through
two or three levels of management to get approval. You
tend to defer decisions as long as possible so you get the
best answer with the most information. It takes longer,
but by the time the decision is made there is usually no
doubt that everyone has had a chance to comment.

Under Ken, instead of taking days or weeks to walk
up the chain-of-command with a here-is-our-recom-
mendation presentation and to walk back down with a
here-is-our-answer document, everyone who had an
interest in the selection of this capability, or this
software product, sat down at one meeting and said,
“Okay here is everything that we know. Here is how we
want this thing to work. Here is how it fits in the
system.” In a two-hour meeting, an Integrated Product
Team of ten to fifteen people could come together to
make key project decisions.

Before Ken, I recall people quitting the project
because of the lack of progress. There were several
conscientious and technically competent people who
couldn’t deal with the lack of progress—feeling stale-
mated or blocked in our attempts to move forward. The
consultant who was leading the effort had assumed
absolute control, to the point that individual initiative
was actively discouraged.

Another reason for our change in productivity, I
believe, was that the culture of the organization was
completely revitalized when Ken took over. Meetings

I SUSPECT THAT EVEN IF KEN HAD STAYED ON, WE WOULD HAVE EVOLVED TO THE STATE WE’RE
IN RIGHT NOW. IN TERMS OF THE NATURE OF THE WORK THAT WE’RE DOING, WE’VE GONE FROM
DEVELOPMENT TO MAINTENANCE, AND SO THE PROJECT TEAM NEEDED TO EVOLVE TO REFLECT
THAT CHANGE.

WE JUST HAD TO BEAR DOWN AND DO IT,
AND THE ONLY WAY WE WERE GOING TO
GET THERE WAS BY WORKING TOGETHER.

The planetary nebula NGC 6751 puts on a show captured
by the Hubble Space Telescope on April 6, 2000.
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were non-confrontational. Ken worked to make sure
they weren’t. Questions came up, but there were fewer
hostile challenges, like “Why the hell did you do that?”
The questions were more along the line of, “Well, what
else did you look at? Did you consider this?” This
cultural change wasn’t an easy thing to do, since it is
always easier to be a critic than a contributor.

We had one guy, in particular, who was an excellent
engineer, but who loved to play devil’s advocate. People
like that can play a useful role on a project, but he
simply came across as arrogant. People didn’t want to
talk when he was at a meeting. He impeded decision-
making unintentionally, I believe, by intimidating
people into not expressing their views. If you have
someone who is constantly challenging a decision, you
slow the process down. As a result, Ken had him
removed from the project, which was probably the right
thing from a productivity standpoint. The skill was
there, but unfortunately his personality was damaging
to the group effort.

Ken didn’t allow any one individual to stand in the
way of getting the job done. We were in a phase where
we knew what we had to do: reengineer an existing
system. We just had to bear down and do it, and the only
way we were going to get there was by working together.

ONE PHASE ENDS
It is the nature of project work that teams evolve and
move on. As new development slowed, our budget and
staffing were reduced, and we went from 150 people to
around 40. A lot of the top performers gradually left the
project. With the technical challenges on the project
diminished, the need for creativity was no longer
paramount. You can’t keep highly enthusiastic people
around if there’s not enough for them to get excited
about. Many wouldn’t have been happy in a mainte-
nance mode anyway.

In the transition from development to maintenance,
we also ended up losing many of those exceptional
characteristics of the project that enabled our high
decision rate and productivity. Had Ken stayed around,
we might have retained, who knows, more functionality
in the system. As it stands, we’re still doing some
technical upgrades because changes in the ground

system are needed to support servicing missions and
technology keeps changing, too. We try to fold in some
new products and new capabilities, as well as implement
some elements that were deferred earlier in the project
because they were too costly. (Today, products exist that
have made some of our former wish-list items feasible.)
In a few cases, products we originally used in the system
are no longer supported and must be replaced with
current technologies.

As Ken said, when our major stakeholder retired,
the new stakeholders didn’t have the same goals as the
old stakeholder. They weren’t willing to accept the risk
of keeping a radical project management approach in
place. We all have our comfort zones, and it takes a
great deal of courage to work outside of them. In all
fairness, “radical” was understandably less acceptable
in their career paths than it was in the career path of
our former stakeholder, who knew that her next career
move was retirement. We were lucky to have such a
stakeholder in place at such a critical phase of the
project’s life cycle. Could we have accomplished what
we did without the radical changes to our management
structure? I don’t think so.

We were on an aggressive schedule in development
and, in response, we took aggressive steps to achieve our
goals. A radical management approach may be
something you can only sustain temporarily. But I think
the results that came out of our experience on this
project demonstrate the potential impact of adjusting
management style to suit the real-time demands of a
project. Our real challenge is making that possible. •

LESSONS

• During a project life cycle, you must examine and
question what management approaches are appropriate
in the current phase.
• To get maximum value out of meetings, make sure
that the tenor of the group is cooperative enough so that
everyone feels like they can express their views.

QUESTION

For what type of decisions would you prefer a flat organization
with quick informal processes?
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YE SHALL NOT BREAK HUBBLE
“On occasion, we would remind folks, ‘By the way, this is a $2-billion national asset, and if something fails, you’re going to get

more visibility and more attention than you ever wanted,’” says KEN LEHTONEN of the Goddard Space Flight Center. Making

certain that no one “broke” the Hubble Space Telescope may have been his primary responsibility—but Lehtonen was intent on

accomplishing far more than that. And as these stories attest, he indeed proved to be a talented “fixer” during his tenure as

project manager on the reengineering effort of the telescope’s control center.

In addition to managing the reengineering of the Hubble control center, Lehtonen has served as the project

lead on the development of the International Solar-Terrestrial Physics ground and science data processing

systems and, most recently, as the mission readiness manager on the Aqua, ICEsat, and Aura missions.

Lehtonen has more than 35 years of experience in software engineering, including 20 years of “hands-on”

experience developing software applications in the fields of orbit determination, image processing, real-time

data capture, and data communications.

LARRY BARRETT works for Orbital Sciences Corporation. He has more than 25 years of experience in all

aspects of the system and software engineering life cycle. For the past six years, he has been the chief

systems engineer for the Hubble control center system.

Lehtonen and Barrett’s stories in this issue of ASK are not the first time the two have publicly shared their
BARRETT experiences working together on the Hubble Space Telescope ground system. In 1999, they delivered a

paper, “Culture Management on the Hubble Space Telescope Control Center Reengineering Project,” at the

30th Annual Project Management Institute Seminars and Symposium, and earlier in 2004 they published an article, “Managing

a Product Development Team,” in Program Manager. Their stories in ASK were based on an August 2003 presentation at the

APPL Masters Forum.

Lehtonen can be reached by email at ken.lehtonen@nasa.gov, and Barrett at lbarrett@hst.nasa.gov.

LEHTONEN

OUR RESULTS DEMONSTRATE THE POTENTIAL IMPACT OF ADJUSTING
MANAGEMENT STYLE  TO SUIT THE REAL-TIME DEMANDS OF A PROJECT.

Some 5,000 light-years away from Earth, funnels and twisted-rope structures form
the heart of the Lagoon Nebula, as seen by the Hubble Space Telescope.
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My division was charged with building a suite 

of cameras for the Mars Exploration Rover

(MER) project. We were building the science

cameras on the mass assembly, the micro-

scope camera, and the hazard and navigation

cameras for the rovers. Not surprisingly, a lot

of folks were paying attention to our work—because there’s really 

no point in landing on Mars if you can’t take pictures. 

IN SPRING 2002 THINGS WERE NOT LOOKING GOOD.
The electronics weren’t coming in, and we had to go back
to the vendors. The vendors would change the design,
send the boards back, and they wouldn’t work. On our
side, we had an instrument manager in charge who I
believe has the potential to become a great manager, but
when things got behind schedule he didn’t have the
experience to know what was needed to catch up.

As division manager, I was ultimately responsible for
seeing that all my project and instrument managers
delivered their work. I had to make the decision whether
or not to replace him.

Insight from oversight
After talking with the instrument manager’s immediate
supervisor, I could see that he was doing an excellent job
of keeping people motivated and working despite the
challenges. For the morale of the team, I decided not to
replace him—but I knew that he needed a little more
horsepower behind him.

I began working with the instrument manager 
and got the deputy section manager involved as his 

day-to-day mentor. The deputy section manager actually
took over running the schedule and realigned it to meet
the MER project’s needs.

I met with the instrument manager and the deputy
section manager every day for a while. We would go
around the table and discuss the schedule. We had it on
an 11x17 piece of paper that the deputy section manager
had put together. We went over every item. We would
say, “Okay camera number three—are you really going
into thermal vacuum today? Are you really ready to do
the calibration on camera number four today?”

With 650 people in my division, and a half-dozen to
a dozen projects to track at any given time, I don’t
usually get involved at this level on a project. I have
neither the time nor inclination for this sort of heavy-
handed management, but because the cameras were so
important, I had to get involved.

The instrument manager probably felt bad for a
month, but he knew that changes needed to be made.
Let me make something clear here: We didn’t say,
“You’re doing a terrible job.” We never used words
like, “If you don’t get these things done, you’re fired.”

Walking a Fine Line
B Y  M A R Y  B O T H W E L L
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MER project staff drive a rover over staggered
ramps in the laboratory to test the suspension’s
range of motion.

A landscape taken by the Spirit rover’s panoramic
camera stretches west towards hills named after the
Apollo 1 astronauts, who perished during a launch
pad test of their spacecraft at Kennedy Space Center
on January 27, 1967.
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What we said at our meetings was more along the
lines of “We have a problem here, and we need to find
a way to succeed.”

Not only did I meet with the project team and
management, but every day I would walk around to
where members of the team were working and ask,
“How’s it going now? Did you get that answer yet?”

Because of that level of involvement, I knew what
the challenges were so that I could forecast where the

project might run into trouble. I am sure that I made a
few lives miserable during this time. There was a little bit
of, “Well, we really don’t have a problem. We’re going to
be able to fix this ourselves.”

But once they figured out they couldn’t get rid of me,
they became forthcoming about the problems. If I saw
someone in the hall and asked, “Hey how’s it going? Are
you there?” I began hearing, “Oh yeah, we’re there,” or “Oh
no, we didn’t quite make it and this is what we’re doing.”

After several months, I was able to ease up, but I
kept holding weekly meetings so that the team, down to

the floor-level technician, knew that I remained engaged
in the project. As a matter of fact, I remember that at one
of these meetings, one of the technicians looked at me
and asked, “Why are you pushing us so hard?”

I explained our position clearly to everyone at the
meeting: We were the “eyes” for the entire mission; it
would not and could not fly without our cameras. If we
fell too far behind on our schedule, we would drag the
entire project down with us. That technician didn’t
complain again.

Some people might think it courageous that he
questioned me that way, but one of the things that I’ve
always tried to do in my division is have an open door
policy. Everyone knows they can come and talk to me
about anything. They call me on the phone, and they
know I answer my own phone. If they send an email,
they know I’ll respond. They know that if they have to
see me and I’m not around, that my assistant will work
to find them time on my schedule.

We are tested
One of the things that I pushed the instrument
manager on was asking if the team had enough people
to complete the testing. We needed to do 24-hour
qualification soaks on the cameras in a vacuum prior to
science calibration. When we worked the schedule out
and worked out the staffing that was required and
looked at the two other projects that we had in thermal
vacuum at the time, we realized that there weren’t
enough people. Fortunately, we figured this out two
weeks ahead, and not when there was no one to take a
4 p.m. second shift.

For the morale of the team,
I decided not to replace 
him—but I knew that he
needed a little more 
horsepower behind him.

A rover sits at rest in the lab.
The MER mission’s “eyes,”
panoramic (Pancam) and
navigational (Navcam) cameras,
sit atop the rover’s white mast.

Spirit’s panoramic camera captures an image of
the rover’s landing site, the Columbia Memorial
Station at Gusev Crater.
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We could have had the project team work 12-hour
shifts in order to cover the testing schedule. But I noticed
that we were starting to see them dragging, and they
were already under so much pressure that I was
concerned about them making mistakes. I decided to
take some of the shifts myself and I enlisted other
managers who were capable of doing this work—so that
we could give the team some relief during a time when
the testing was not critical. Everyone I recruited had
some past integration test experience.

My time slot was 4 p.m. to midnight on Saturday
and Sunday nights a couple of weekends in a row. You
have to rearrange your life to do this, but it’s absolutely
the right thing to do. We didn’t need to use the subject
matter experts.

It wasn’t technically challenging work, and much of
it was boring. You just sit there and take a measurement
once an hour. We simply needed someone who could
look at the scope and say, “It’s in-spec,” or “It’s out-of-
spec.” If it was out-of-spec, you made a phone call and
found out what to do next. I made a couple of phone
calls on my shift when the temperature got a bit too high
or too low, and was talked through the process so that I
could adjust the temperature.

By offering relief to the troops at this point, they
were fresh for the part of the testing program where
their expertise was absolutely critical. That’s something
a project manager learns to do over time, and
something that a project sponsor should always watch
for. To ask, “Are we pushing our people too hard? Can
we come up with an alternative solution that will keep
us on schedule? Can we add outside people during
non-critical times? Can we tell people who need a
break to go home for the weekend?”

And in the end…
As we closed in on delivery, there came a point that my
interactions with the instrument manager were more
along the lines of, “Hi. How’s it going? We’re doing
such-and-such test? Oh, okay. How do the scientists like
it? Great.” Everything was just going fine.

While we never caught up to the original schedule,
the cameras were completed in time to be integrated
onto the spacecraft and rovers. The instrument team
delivered superb cameras that satisfied their customers,
the scientists.

After delivery, we had a party. We rented a bowling
alley, all of the lanes. Some of us threw strikes and some
of us gutter balls, but we bowled together all afternoon

and had a wonderful time. We had much to celebrate,
after all; the instrument manager and his team could feel
proud of what they’d accomplished.

We had the opportunity to celebrate those accom-
plishments, once again, after the successful Mars
landings—with all the world looking at pictures our
cameras had delivered.

LESSONS

• Project sponsors must be prepared to move from
monitoring to intervening when a project runs into
trouble. Timing is everything; a project sponsor must
recognize both when intervention is necessary and when
it is no longer needed.
• Effective managers demonstrate leadership by supporting
their teams—including managing-by-walking-around and
serving as a “soldier” when needed. •

QUESTION

How do you draw the line between destructive micro-management
and constructive, intensive help?

LOOKING BACK
Though she has years of experience
behind her, MARY BOTHWELL of the
Jet Propulsion Laboratory (JPL) hasn’t
forgotten what it was like to be a

young manager on a troubled project. “I got an
assignment to fly an instrument on the second flight of
the Columbia,” she remembers. “Right when everyone
thought that we were ready to go, we failed the pre-
ship review. It was probably one of the most miserable
periods of my life.”

The “misery” didn’t last, thankfully. When Bothwell’s
instrument went back in the thermal vacuum for
testing, the team was able to “prove the problem wasn’t
a problem.” The instrument was shipped, and it flew—
ultimately proving the validity of a new infrared
measurement technique. “It started a whole new way of
investigating mineralogy on the surfaces of planets,”
Bothwell explains.

Today, Bothwell serves as manager of the
Observational Systems Division at JPL, where she
oversees the work of more than 600 managers,
engineers, and technicians working on as many as a
dozen projects at any one time.
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